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Resumo

Este trabalho aborda o conceito, funcionamento e aplicacBes das redes neurais artificiais, uma
das principais tecnologias dentro do campo da Inteligéncia Artificial (1A). A pesquisa
apresenta os fundamentos teoricos das redes neurais, seus principais tipos (como MLP, CNN,
RNN, LSTM, GANSs e Transformers) e suas vantagens e desafios. Como estudo de caso, €
explorada a aplicacdo pratica do reconhecimento facial com redes neurais em aeroportos,
demonstrando sua relevancia para o aumento da seguranca, agilidade no embarque e
automacdo de processos. O estudo também discute questBes éticas, como privacidade e viés
algoritmico, ressaltando a importancia do uso responsavel da IA. Conclui-se que as redes
neurais, quando bem aplicadas, oferecem solucGes eficazes para problemas do mundo real,

com grande impacto na sociedade contemporanea.
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1. Introducéo

A Inteligéncia Artificial (IA) € um campo da ciéncia da computacdo que busca criar sistemas
capazes de simular a inteligéncia humana. Desde sua origem, a 1A tem evoluido rapidamente,
impactando diversas areas como saude, educacdo, seguranca, financas e comunica¢do. Uma
das tecnologias mais promissoras dentro da IA € a rede neural artificial, inspirada no

funcionamento do cérebro humano.

Redes neurais sdo sistemas computacionais formados por unidades interconectadas chamadas
"neurénios artificiais”, que trabalham em conjunto para reconhecer padrdes, aprender com
dados e tomar decisdes. Elas fazem parte de uma subarea da IA, chamada aprendizado de
maquina (machine learning) e, mais especificamente, do aprendizado profundo (deep
learning).

Nos ultimos anos, as redes neurais revolucionaram o modo como lidamos com grandes
volumes de informacéo e problemas complexos, tornando-se essenciais para aplicacdes como
reconhecimento facial, diagndstico médico por imagem, traducdo automatica, carros

autdbnomos e assistentes virtuais como o ChatGPT, Gemini, Copilot e muitos outros.

O objetivo deste trabalho é apresentar os fundamentos das redes neurais artificiais, explorar
seus principais tipos e, principalmente, demonstrar como essa tecnologia pode ser aplicada
para resolver um problema do mundo real, alinhando teoria e pratica dentro do contexto da

Inteligéncia Artificial.



2. Fundamentos da Inteligéncia Artificial e das Redes Neurais

A Inteligéncia Artificial (IA) é uma area multidisciplinar que combina ciéncia da
computacdo, matematica, estatistica e neurociéncia com o objetivo de criar sistemas capazes
de aprender, raciocinar, resolver problemas e tomar decisGes de forma autdbnoma. Dentro da
IA, existe uma subarea chamada aprendizado de méaquina (machine learning), na qual os
sistemas séo treinados com dados para reconhecer padrdes e melhorar seu desempenho com o
tempo, sem programacdo explicita. Uma vertente ainda mais avancada € o aprendizado
profundo (deep learning), no qual modelos mais complexos, como as redes neurais, Sao

utilizados.

2.1. Neurdnio Biologico vs. Neur6nio Artificial

As redes neurais artificiais foram inspiradas no funcionamento do cérebro humano. No
cérebro, os neurbnios sdo células responsaveis por transmitir sinais elétricos entre si,
formando uma rede de comunicacdo altamente eficiente. Em redes neurais computacionais, o
neurénio artificial € uma unidade matematica que recebe entradas, realiza calculos com base

em pesos e bias (valores ajustaveis), e produz uma saida.
2.2. Arquitetura de uma Rede Neural
Uma rede neural é composta por trés tipos de camadas:
e Camada de entrada (input layer): recebe os dados brutos (por exemplo, pixels de uma

imagem).

o Camadas ocultas (hidden layers): realizam transformacdes e extracao de padroes;

podem ser multiplas em modelos profundos.

e Camada de saida (output layer): entrega o resultado final (exemplo: "gato" ou

"cachorro™).

Cada conexdao entre neur6nios possui um peso, e cada neurénio tem um bias. O conjunto
desses parametros € ajustado durante o processo de treinamento, de forma que a rede aprenda

a fazer previsodes ou classificagdes corretas.



2.3. Funcdes de Ativacao

As funces de ativagdo determinam se um neur6nio serd ativado, ou seja, se sua saida seré

significativa para o proximo neurénio. Algumas das mais comuns sao:

e ReLU (Rectified Linear Unit) — simples e eficiente para camadas ocultas

e Sigmoid — produz saida entre 0 e 1, util em classificagdes binarias

e Softmax — usada para classificacdo com mdaltiplas categorias
2.4. Propagacao Direta e Retropropagacéo

e Propagacao direta (forward propagation): os dados percorrem a rede, camada por

camada, até gerar uma saida.

e Retropropagacdo (backpropagation): é o processo de correcdo dos erros da rede
durante o treinamento. A rede ajusta 0s pesos com base no erro obtido, utilizando

métodos como o gradiente descendente.

Esse ciclo se repete varias vezes até que o erro da rede atinja niveis minimos aceitaveis,

resultando em um modelo treinado e capaz de fazer previsdes com alta preciséo.

3. Tipos de Redes Neurais

As redes neurais evoluiram bastante desde o seu surgimento e, hoje, existem diferentes
tipos e arquiteturas adaptadas para tarefas especificas. A seguir, sdo apresentados 0S

principais tipos de redes neurais e suas aplicagdes praticas.

3.1. Perceptron Simples
O perceptron é o0 modelo mais basico de rede neural, proposto por Frank Rosenblatt na
década de 1950. Ele consiste em apenas um neurdnio artificial capaz de realizar classificacGes
3



binarias simples. Embora limitado, o perceptron foi o ponto de partida para o

desenvolvimento de modelos mais complexos.

Perceptron
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Figure 1 - Modelo Perceptréon

3.2. Multilayer Perceptron (MLP)

O MLP, ou Perceptron Multicamadas, € uma rede neural que possui uma ou mais camadas
ocultas entre a entrada e a saida. Essas camadas adicionais permitem que a rede aprenda

relagBes mais complexas entre os dados. O MLP é utilizado em tarefas como:

o Classificagdo de imagens simples

e Reconhecimento de padrbes

e Previsédo de séries temporais
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Figure 2 - Modelo Multilayer Perceptron (MLP)

3.3. Convolutional Neural Networks (CNN)

As Redes Neurais Convolucionais sdo projetadas para processar dados que possuem
uma estrutura de grade, como imagens. Elas utilizam camadas convolucionais para extrair
automaticamente caracteristicas importantes (como bordas, formas e texturas), sem a

necessidade de pré-processamento intensivo.
Aplicagdes comuns:

e Reconhecimento facial

e Diagndstico médico por imagem

e Sistemas de vigilancia com visdo computacional
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Figure 3 - Convolutional Neural Networks (CNN)

3.4. Recurrent Neural Networks (RNN)

As Redes Neurais Recorrentes possuem conexfes que formam ciclos, permitindo que
informagdes de entradas anteriores influenciem a saida atual. Isso as torna ideais para

trabalhar com dados sequenciais, como textos, audios ou séries temporais.
Exemplos de uso:

e Previsdo de palavras em textos (autocompletar)

e Traducdo automatica

¢ Andlise de sentimentos
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Figure 4 - Modelo Recurrent Neural Networks (RNN)

3.5. Arquiteturas Avancadas

Com os avancos no aprendizado profundo, surgiram novas arquiteturas especializadas em

tarefas complexas:

e LSTM (Long Short-Term Memory): versdo da RNN capaz de lidar com dependéncias

de longo prazo em sequéncias (ex: textos longos).
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Figure 5 - Modelo LSTM (Long Short-Term Memory)



e GANs (Generative Adversarial Networks): compostas por duas redes (geradora e
discriminadora), sdo usadas para gerar imagens, videos ou vozes sintéticas com

aparéncia realista.

Generative Adversarial Network (GANs)
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Figure 6 - Modelo GANs (Generative Adversarial Networks)
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e Transformers: revolucionaram o campo do processamento de linguagem natural. Séo a
base de modelos como o ChatGPT, BERT e Google Translate, possibilitando a

compreensdo de contexto em textos longos.
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Figure 7 - Transformers

Cada tipo de rede neural é mais eficiente para um determinado tipo de problema. A escolha do

modelo ideal depende dos dados disponiveis e do objetivo da aplicagéo.



4. Aplicagdes das Redes Neurais no Mundo Real

As redes neurais artificiais deixaram de ser apenas uma teoria académica e se tornaram
ferramentas poderosas para resolver problemas praticos em diversas areas do cotidiano. Sua
capacidade de aprender padrées complexos e realizar previsdes com base em grandes volumes
de dados permite sua aplicacdo em setores como saude, seguranca, mobilidade, industria,

marketing e educacéo.
A seguir, destacam-se algumas das aplicagdes mais relevantes:
4.1. Saude

Redes neurais sdo utilizadas para diagnostico automatizado de doencas com base em
exames de imagem (como raios-X, tomografias e ressondncias magnéticas). CNNs, por
exemplo, conseguem identificar sinais precoces de pneumonia, cancer e outras condigdes com

alta precisao.

e Exemplo: o algoritmo DeepMind da Google detecta doencas oculares a partir de

imagens da retina com performance comparével a de médicos especialistas.

4.2. Segurancga e Reconhecimento Facial

Sistemas de reconhecimento facial baseados em redes neurais sdo empregados para
controle de acesso em empresas, aeroportos e sistemas de vigilancia. Esses sistemas
conseguem identificar individuos em tempo real, mesmo em ambientes com baixa qualidade

de imagem.

e Exemplo: uso em portarias eletronicas de condominios, substituindo chaves fisicas por

identificacéo facial.



4.3. Veiculos Autbnomos

Carros autbnomos utilizam redes neurais profundas para processar dados de cameras,
sensores e radares. Elas sdo responsaveis por identificar obstaculos, faixas de transito, sinais

de parada e pedestres, tomando decisGes instantaneas para garantir a seguranca na conducao.

e Exemplo: veiculos da Tesla utilizam redes neurais para aprendizado continuo com

base em dados coletados durante o uso.
4.4. Processamento de Linguagem Natural

Modelos como Transformers permitem que redes neurais entendam e produzam
linguagem natural. Isso viabiliza aplicacbes como traducdo automaética, assistentes virtuais e

geradores de texto.

e Exemplo: o ChatGPT é baseado na arquitetura Transformer e consegue gerar respostas

inteligentes, coerentes e contextuais em tempo real.

4.5. Analise de Sentimentos e Marketing

Empresas utilizam redes neurais para analisar comentarios e postagens de clientes em
redes sociais, identificando sentimentos (positivo, negativo ou neutro) em relacdo a produtos

ou marcas. Isso orienta decisdes estratégicas em campanhas de marketing.

e Exemplo: plataformas como o Reclame Aqui e sites de e-commerce aplicam redes

neurais para classificar automaticamente a opinido dos consumidores.

4.6. Pesquisa Cientifica e Modelagem

Redes neurais sdo aplicadas em modelagem de fenémenos naturais, previsdo do clima,

desenvolvimento de medicamentos e simulagdes quimicas complexas.

e Exemplo: o AlphaFold, da DeepMind, usa redes neurais para prever a estrutura 3D de

proteinas com precisdo revolucionaria na biotecnologia.
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5. Vantagens e Desafios das Redes Neurais

As redes neurais artificiais representam um dos maiores avangos tecnoldgicos da era
digital. No entanto, apesar de suas inimeras aplicacdes e resultados impressionantes, elas
também apresentam limitacdes e desafios significativos. Conhecer tanto os pontos fortes

quanto as barreiras € essencial para compreender o real impacto dessa tecnologia.

5.1. Vantagens

5.1.1. Adaptabilidade e aprendizado com grandes volumes de dados

As redes neurais conseguem aprender e se aperfeicoar a partir de grandes quantidades de
dados. Isso permite que elas se adaptem a diferentes situacdes e melhorem seu desempenho
com o tempo, tornando-se mais eficientes e precisas conforme recebem novos exemplos e

experiéncias.

5.1.2. Precisdo em tarefas complexas

Elas sdo extremamente eficazes em tarefas que exigem interpretacdo de padrées complexos,
como diagnosticos médicos, reconhecimento de imagens e previsao de comportamentos. Sua
estrutura permite identificar detalhes sutis que muitas vezes passam despercebidos por

métodos tradicionais ou até mesmo por humanos.

5.1.3. Aplicagdes em diversos setores

As redes neurais tém aplicacdo em praticamente todas as areas: na saude, para auxiliar
diagndsticos; na seguranca, com reconhecimento facial; na indistria, com manutencdo
preditiva; nas finangas, para prever riscos; e na comunicacdo, com tradugdo automatica e

geracdo de conteudo. Essa versatilidade é wuma das suas maiores forcas.

11



5.2. Desafios

5.2.1. “Caixa-preta”

As redes neurais sdo dificeis de interpretar, tornando complicado entender como elas chegam
a determinadas decisGes, 0 que pode ser um problema em &reas que exigem explicaces

claras, como saude ou justica.

5.2.2. Necessidade de muitos dados e recursos computacionais

Redes neurais exigem grandes guantidades de dados e recursos computacionais significativos,
tornando o processo de treinamento caro e desafiador, especialmente para empresas com

menos infraestrutura.

5.2.3. Possibilidade de viés algoritmico (ética e justica na 1A)

Redes neurais podem herdar e amplificar vieses presentes nos dados de treinamento,
resultando em decisdes injustas, o0 que levanta questdes éticas, especialmente em areas como

recrutamento e justica criminal.

6. Estudo de Caso — Aplicacdo de Redes Neurais no Reconhecimento Facial em
Aeroportos

6.1. Contexto e Justificativa

A segurancga em aeroportos € uma prioridade mundial, dada a necessidade de garantir
a integridade dos passageiros, tripulacfes e infraestruturas criticas. Sistemas tradicionais de
verificacdo de identidade, como checagem manual de documentos e validagdo visual por

12



agentes, sdo vulneraveis a falhas humanas, fraudes e atrasos operacionais. Para resolver esse

problema, redes neurais aplicadas ao reconhecimento facial ttm se mostrado uma solucéo

eficaz, moderna e confiavel.

6.2. Como funcionam os sistemas de reconhecimento facial com redes neurais

O processo de reconhecimento facial em aeroportos ocorre por meio de redes neurais

convolucionais (CNNSs), que sdo capazes de:

Detectar rostos em tempo real por meio de cameras posicionadas nos pontos de

controle.

Analisar caracteristicas faciais unicas (como distancia entre os olhos, formato do

queixo, contorno do rosto).

Comparar essas caracteristicas com uma base de dados previamente cadastrada

(passaportes digitais, bases de seguranca, etc.).

Validar ou rejeitar a identidade com base no nivel de correspondéncia encontrado.

As CNNs sdo ideais para esse tipo de tarefa, pois conseguem extrair e aprender

automaticamente padr@es visuais complexos sem necessidade de intervencdo humana.

6.3. Vantagens da aplicacéo em aeroportos

Agilidade no embarque: o reconhecimento facial reduz o tempo de checagem em filas

e portdes de embarque.

Aumento da seguranca: permite identificar passageiros procurados ou com

documentos falsificados.

Reducdo de contato fisico: essencial para medidas sanitérias, especialmente apos a
pandemia de COVID-19.

13



e Integracdo com bancos de dados: os sistemas podem cruzar informag6es com listas

internacionais de seguranca em tempo real.

6.4. Exemplos reais de aplicacéo

Aeroporto de Atlanta (EUA): implantou um sistema completo de embarque biométrico

baseado em reconhecimento facial.

Aeroporto de Dubai (Emirados Arabes): utiliza tineis inteligentes com cameras ocultas para

escanear 0s rostos dos passageiros  automaticamente  enquanto  caminham.

Aeroporto de Guarulhos (Brasil): iniciou testes com embarque 100% digital, usando redes

neurais para comparar rostos com dados da Receita Federal e companhias aéreas.

6.5. Desafios e consideracdes éticas
Apesar da eficécia, essa tecnologia levanta preocupacdes como:

e Privacidade dos passageiros: 0 armazenamento e uso de dados biométricos deve seguir

rigorosas leis de protecdo de dados.

o Falhas de identificacdo: em alguns casos, pode haver erro, especialmente com

variagdes de iluminacdo, uso de mascaras ou mudancas faciais (barbas, 6culos).

o Discriminag&o algoritmica: redes neurais mal treinadas podem ter menor acuracia para
certos grupos étnicos, exigindo atencédo a diversidade de dados de treinamento.

Essa aplicacdo comprova como as redes neurais oferecem beneficios reais para a sociedade,

contribuindo para a seguranca publica, modernizacdo de servigos e otimizacdo de processos

em ambientes de alta criticidade, como os aeroportos.
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7. Concluséao

As redes neurais artificiais representam uma das tecnologias mais promissoras dentro da
Inteligéncia Artificial, com potencial de transformar profundamente diversas areas da
sociedade. Ao longo deste trabalho, foi possivel compreender desde os fundamentos tedricos
gue sustentam seu funcionamento até a variedade de arquiteturas desenvolvidas para lidar

com diferentes tipos de problemas.

Ao destacar a aplicacdo pratica do reconhecimento facial em aeroportos, evidenciamos como
as redes neurais tém se tornado pecas-chave em sistemas de seguranca modernos. Essa
tecnologia tem permitido ndo apenas o aumento da eficiéncia operacional, como também a
elevacdo dos padrBes de seguranca, tornando os processos de identificacdo mais rapidos,

precisos e confiaveis.

No entanto, o avanco das redes neurais também exige responsabilidade. E necessario
enfrentar desafios como a alta demanda por dados e processamento, a interpretabilidade dos
modelos e, principalmente, os riscos relacionados a privacidade e aos vieses algoritmicos. O
uso ético e transparente dessas tecnologias deve ser uma prioridade em sua implementacéo,

especialmente em ambientes sensiveis como aeroportos.

Concluimos, portanto, que as redes neurais s80 ndo apenas uma inovagdo tecnoldgica, mas
também uma ferramenta com impacto direto no cotidiano das pessoas. Seu uso consciente,
aliado a politicas de governanca e seguranca de dados, seré essencial para garantir um futuro
em que a inteligéncia artificial realmente contribua para uma sociedade mais eficiente, segura

e justa.
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